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Introduction

@ Decision on existence of the dynamics is depends on nature of the
object. Possible changes could be generated by random nature of the
object.

@ It is important to recognize random and dynamics changes of the
object.

@ To this aim it is important to learn the way to make decision with
given confidence.

@ The aim of the present report is to discuss the question for stock
market network.
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Network model

Complex system analysis - network model.
o Complete weighted graph G = (V,T).
@ Nodes of the graph - elements of the system.

o Weights of edges - measure v; ; = (X, Xj) of dependence between
the elements.

Examples: social networks, market networks, biological networks.
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Network structures

Network structures - subgraphs of the network model.
G'=(V',E):V'CV,E'CE

@ Network structures contain useful information.

@ Popular network structures in market network: maximum spanning
tree (MST), threshold graph (MG), maximum cliques (MC) and
maximum independent sets (MIS).

o threshold graph (TG) of network model G = (V,TI) - subgraph
G'(v)=(V,E):V =V,E' CEE'={(i,j):7ij > Y0}, where
7o - given threshold.
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Threshold graph identification problem

Stocks return - random variables.
Problem - identify of the threshold graph by observations.
Threshold graph identification problem - statistical problem.

Threshold graph identification problem:

© measure of dependence.
@ construct statistical procedure J(x) with appropriate properties.
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Random variable network

Random variable network - pair (X, ~):
e X =(Xi,...,Xy)—random vector, (Assump:X = (Xi,..., Xy) has
elliptical distribution! )
@ y—measure of dependence.
E(Xi—E(Xi)(Xi—E(X]))

gigj

@ Popular network:=Pearson network: 'yﬁj =pij=

@ alternative network 1:=sign network:
778 = pH = P((Xi — E(X))(X; — E(X;) > 0).
@ alternative network 2:=Kendall network:
iy =2P(Xi(1) = Xi(2)(X;(1) — X;(2)) > 0) — 1
Random variable network generate network model, which is complete
weighted graph G = (V,T)

1Def: elliptical density: f(x) = |/\|’%g{(x — 1)’ A" (x — 1)} where A symmetric
positive definite matrix, g(x) >0, and [ ... [ g(y'y)dyr ..odyn =1
Koldanov P.A., Semenov D.P. (HNY BLLHow to measure dynamics of stock marke April 20, 2020 7/29




Problem statement

@ Described approach allows to construct optimal 2 and robust 3
statistical procedure for threshold graph identification in different
random variables network.

e How to construct a procedure to obtain a result with given
confidence?

@ The problem is to construct the set of pair of stocks indexes
CSE = {(i,j)} which contain all (i,j) : 7ij > o with probability at
least P* or CSE (o, P*).

@ Subset selection approach (Gupta(2002)), duality between multiple
testing and selection (Finner(1994, 1996))

2Kalyagin V. A., Koldanov A. P., Koldanov P., Pardalos P. M. Optimal decision for
the market graph identification problem in a sign similarity network // Annals of
Operations Research. 2018. Vol. 266. No. 1-2. P. 313-327.

3V.A. Kalyagin, A.P. Koldanov, P.A. Koldanov. Robust identification in random
variable networks. Journal of Statistical Planning and Inference 181 (2017) 30-40
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Problem statement

Let (X,v) - random variable network, v; j(6) = v(Xi, Xj)- dependence
measure between X;, X;. Matrix of connections

1 Y12(0) - mn(0)
r(6) = Y2,1(0) 1 .. 72’,\/(9)
’VA;,i(G) 7,\,;(0) 1

Let I ={(i,j):i#j;i,j=1,...,N}- index set of all pair of random
variables X1, X5, ..., Xy,

J(0,7) = {(i,J) : 7ij(0) >} J(O) C I (1)

index set of pair of Xy, X, ..., Xy, which correspond to nodes with edges
between these nodes under threshold ~q in reference threshold graph.
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Problem statement

Let x = (x1(t),...,xn(t)), t =1,...,n be a sample on (Xi,..., Xn).

v J 0, edge(ij) isincluded in the threshold graph
Let i j(x) = { 1, otherwise

Let
0 v12(x) .. prn(x)
(x) = w21(x) 0 oo pan(x) )
ona(x) ona(x) ... 0

be a sample threshold graph, i.e. graph constructed by some algorithms
applied to the sample.
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Problem statement

Let J(x) = {(/,)) : ¢ij(x) = 0,Vi # j}-index set of pair of random
variables X1, Xa, ..., Xy, which correspond to nodes with edges between
these nodes under threshold ~g in sample threshold graph.

The problem is to construct procedure for subset selection J(x) C /, which

satisfied
Po(J(X) 2 J(0.70)) = P*, V6 € Q, V0 (3)

Set J(X), satisfied (3), will be called CSE(vo, P*).
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Statistical procedure

Using duality between multiple testing and selection [Finner(1994)]
problem of CSE(yg, P*) construction can be considered as multiple
hypotheses testing problem

hij : 7vij = 7o versus ki : vij < Yo (4)

Note that individual hypotheses (4) satisfied the free combination
condition. Therefore problems of coherence and consonance does not arise
[Finner(1994)].

Let

0, T;J(X) > Gij

1, T,"J'(X) < Gij

OB

be the test of individual hypotheses (4).
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Statistical procedure

Set of tests ¢; j(x) can be written

0 v12(x) .. pin(x)
(D(X) _ (,0271 (X) 0 Ce (P2,N(X) (5)
ona(x) pnalx) .. 0

According to [Finner(1994)] if multiple decision procedure (5) control
FWER <1 — P* in strong sence then set of 0 in (5) is set of edges,
included in CSE(vo, P*), i.e. CSE(v0, P*)={(i,)) : i j(x) =0,i # j}.
There are different multiple decision procedure with FWER control on
strong sence. Such procedures are based on combination of individual tests
which control significance level. We show by simulations that in some cases
combination of individual tests without control of significance level lead to
CSE (o, P*) also.
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Pearson network

In pearson network measure 7 is pearson correlation «y; ; = p; ;. Test of
individual hypotheses (4) is:

1 . P
1 <|n +rld—|n1+’yo)ZC-P

0, ;

P 2vn=3\ 1-ri 1-95 Y
pii(x) = , (6)

1 1—|—I’,"J' 1+’yo> p

1, In —In < Ci;

2\/'73( 1—rj 1-9g "

If vector X = (Xi,...,Xn) has multivariate normal distribution N(y,X)
and c,-’fj - 12’;* quantile of the distribution, then (5) with tests (6) is

N
Bonferonni multiple hypotheses (4) testing procedure with control
FWER <1 — P* in strong sence. Then

CSESs(vg .+ P*)={(i.4) : ¢} (x) = 0.1 # j}.
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Individual test for testing (4) in sign network is

A Sg
5 0, pi >
- ; 0

1, pY<ct

where
n

pY = l(t)
t=1
L (i) = pi)(x(t) — ) >0
li(t) _{ 0, lf)thejrwise "

As follows from [Kalyagin(2017)] if vector X (X1,...,Xn) has elliptical
distribution ECDy(u, X, g) and c-S is 1 P _quantile of binomial

distribution b(n,fy(f ), where 75g =1+ LarcsinAf, then procedure (5)
with tests (7) is Bonferonni procedure with FWER < 1— P* control in
strong sence. Then

CSEE (158, P)={(i.)) : ¢38(x) = 0,i £ j}.
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Kendall network

Individual test for testing (4) for 7o = 0 in Kendall network (X,~vX9) is:

9n(n—1) Kd Kd Kd
0, +/3GnTs) (T ~— ) = Gij
9n(n-1) Kd Kd Kd
L\ 20n7s) (T — 7 ) <G

2

where 79 = 2 < arcsin 7(';3,

Kd
Pij

(8)

TH = = 1) ZZSlgn xi(t) = xi(s))(xi(t) = xi(s)))
s=1 t=1
From [Daniels(1947)], [Hoffding(1947)] it follow for vector
X = (Xi,...,Xn) with independent components and

c,-’fl-d — 12’;* -quantile of standard normal, that for n — oo procedure (5),

(8) is Bonferonni procedure with FWER < 1 — P* control in strong sence.
Then

CSESS(’YOd P*) {(’71) : @Z{d(x) =0, i 7&]}
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Experimental results.

Experimental results for CSE(~p, P*) construction in random variable
network

(X,~vP), (X, 7%8), (X,yK9) for X = (X1,...,Xy) N = 5,10,20 sample
size n = 100,500, 1000. Samples are modeled from

f(X) = 6f-NOfm(luv Z) + (1 - E)fSt(/’Lv z)

where fyorm(1, £)—density of multivariate normal distribution,

fst(1, X)—density of Student distribution with 3 degree of freedom.
Parameters p, X are estimated by data of 5, 10, 20 most liquid stocks from
USA stock market (tickers are GE, BAC, F, T, CHK, TWTR, ABEV, PBR,
PFE, VALE, WFC, BABA, SWN, ITUB, FCX, ORCL, C, VZ, NOK, JCP)
from the period 1.01.2018 to 1.01.2019.
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© Dependence of confidence probability that CSE(~o, P*) contains all
edges of network model with weights at least ~g, from chosen measure
(7P, v%&, vK9), value of mixture parameter ¢, value of g (which
define the number of edges in the true graph, for example, for
~vo = 0.1, N = 20 number of edges is 174) and sample size.

@ Dependence of mean number of edges in CSE(~g, P*) from measure
(7", 8, vK9), value of mixture parameter ¢, value of 7o and sample
size.

© Dependence of mean number of edges of the true graph not belonging
to CSE(q0, P*) from measure (77, 78, v%9), value of mixture
parameter ¢, value of v and sample size.
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Dependence of confidence probability. Pearson network

Table 1 show, that for Pearson network probability P* = 0.9 that all edges
(i,J) = 7ij = 7o would belong to CSE(~o, P*) does not controlled for
changing mixture parameter e for the vector X of size (N = 20),

v = 0.1,0.3 and sample size n = 100 for the case ¢ = 0.8.

Y Je| O 01102 03|04 | 05|06 |07 |08]09
0.1 | 040|050 054 |062|0.71]|0.71|080|0.382]|0.89]0.94
0.3 | 044052 |062|058|072|0.78|0.75|0.86|0.87 |0.95
05 | 085|0.858|090 088|090 |091|093|095|097|0.98
0.7 | 097|098 | 097|097 097|097 |099 099|099 0.9

Table: Estimation of confidence probability CSE(~g, P*) in Pearson network
(N = 20, n = 100).
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Dependence of confidence probability. Sign network

Table 2 show that confidence probability CSE(~g, P*) in sign network does
not depend from mixture parameter. Moreover experimental results shows
that the probability is strongly higher than specified value.

Y Je| O 01 102 03|04 | 05|06 |07 |08]09
0.1 | 099099 098|099 |098|1.00|0.99 |0.98]0.99|0.99
0.3 [ 099 099|098 |099 098 |099|0.99 099|099 |1.00
0.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00
0.7 | 099|100 100|100 |1.00|1.00 | 1.00 | 1.00| 1.00 |1.00

Table: Estimation of confidence probability CSE(~g, P*) in sign network
(N = 20, n = 100).
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Dependence of confidence probability. Kendall network

Properties of Kendall test (8) with respect to mixture parameter € was
studied in [Koldanov(2019(2))]. It was shown that significance level of test
(8) depend from mixture parameter €. It is interesting to note that table 3
show that confidence probability CSE(v, P*) in Kendall network does not
depend from mixture parameter. Moreover experimental results shows that
the probability is strongly higher than specified value.

Y /e | 0 01102 )03|04|05 |06 |07 |08]09
0.1 | 097098 099|098 097|099 099|097 |0.98|0.99
0.3 | 099099 098|099 099|099 098|099 0.99 |0.99
0.5 | 1.00 099 | 1.00| 100 |1.00| 1.00 | 0.99 | 1.00 | 1.00 | 0.99
0.7 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00

Table: Estimation of confidence probability CSE(vo, P*) in Kendall network
(N = 20, n = 100).
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Mean number of edges. Pearson network

In table 4 average size of CSE(~q, P*) in Pearson network is presented.
The CSE(yo, P*) is constructed by n = 100 observations vector X size is
N = 20 with respect to threshold 79 and mixture parameter e.

Yo J€ 0 0.2 0.4 0.6 0.8 1
0.1(174) | 184.40 | 186.16 | 187.38 | 187.82 | 189.01 | 189.93
0.3(72) | 169.24 | 173.83 | 175.93 | 177.85 | 181.15 | 184.26
0.5(12) | 117.50 | 118.55 | 118.85 | 119.15 | 122.01 | 120.15
0.7(3) | 33.22 | 31.37 | 29.06 | 26.01 | 21.90 | 19.21

Table: Average size of CSE(7g, P*) in Pearson network.
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Mean number of edges. Sign network

In table 5 average size of CSE(~q, P*) in sign network is presented. The
CSE(~0, P*) is constructed by n = 100 observations vector X size is
N = 20 with respect to threshold 79 and mixture parameter e.

Yo /€ 0 0.2 0.4 0.6 0.8 1
0.1(174) | 189.93 | 189.95 | 189.93 | 189.93 | 189.96 | 189.95
0.3(72) | 18852 | 188.4 | 1885 | 188.57 | 188.43 | 188.47
0.5(12) | 165.21 | 164.21 | 165.08 | 165.11 | 164.01 | 166.05
0.7(3) | 76.07 | 76.24 | 765 | 77.34 | 76.72 | 75.69

Table: Average size of CSE(vp, P*) in sign network
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Mean number of edges. Kendall network

In table 6 average size of CSE(~g, P*) in Kendall network is presented. The
CSE(70, P*) is constructed by n = 100 observations vector X size is
N = 20 with respect to threshold 79 and mixture parameter e.

Yo J€ 0 0.2 0.4 0.6 0.8 1
0.1(174) | 189.94 | 189.93 | 189.94 | 189.95 | 189.96 | 189.95
0.3(72) | 188.37 | 188.54 | 188.38 | 188.39 | 188.56 | 188.62
0.5(12) | 165.14 | 164.85 | 165.46 | 163.84 | 164.64 | 164.1
0.7(3) | 77.93 | 75.68 | 77.73 | 77.38 | 76.19 | 77.2

Table: Average size of CSE(7o, P*) in Kendall network
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Mean number of true edges in CSE(~g, P*). Pearson

network

In table 7 mean number of true edges in CSE(7o, P*) in Pearson network is
presented. The CSE is constructed by n = 100 observations vector X size is
N = 20 with respect to threshold v and mixture parameter €. Obtained
results shows maximal mean error is equal to 4. This mean that maximal

number of true edges which does not belong to CSE(~o, P*) in Pearson
network is equal to 4.

Y /e| 0 0.2 0.4 0.6 0.8 1
0.1 | 169.80 | 171.27 | 172.23 | 172.42 | 173.39 | 173.99
0.3 | 69.66 | 7059 | 70.82 | 71.19 | 71.55 | 72.00
05 | 11.76 | 11.85 | 11.84 | 11.88 | 11.95 | 12.00
0.7 | 295 | 295 | 297 | 298 | 298 | 3.00

Table: Mean number of true edges in CSE (7o, P*). Pearson network
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Conclusion

@ Individual test in sign network does control significance level for
0<e<l

@ Individual test in Kendall network does not control significance level
for0 <e< 1.

@ However sufficient sets for edges in sign and Kendall network do
control P*.

o Sufficient sets for edges in Pearson network do not control P*.

@ However maximal number of true edges which does not belong to
CSE(~0, P*) in Pearson network is small (equal to 4).

@ CSE in Pearson network are smaller than CSE in sign and kendall
networks.
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